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Abstract—In competitive environments, most equipment are operated closer to or at their limits and as a result, equipment’s maintenance schedules may be affected by system conditions. In this paper, we propose a Markov decision process (MDP) that allows better flexibility in conducting maintenance. The proposed MDP model is based on a state transition diagram where inspection and maintenance (I & M) delay times are explicitly incorporated. The model can be solved efficiently to determine adaptive maintenance policies. This formulation successfully combines the long term ageing process with more frequently observed short term changes in equipment’s condition. We demonstrate the applicability of the proposed model using I & M data of local transformers.
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I. NOMENCLATURE

\( S \) The set of states
\( n \) The total number of states
\( a \) An action
\( t \) The \( t \)th decision epoch
\( i \) The present state of the equipment
\( k \) State at the decision epoch \( t+1 \)
\( P_i(k|i, a) \) Probability of transiting from state \( i \) to any state \( k \) in the \( t \)th decision epoch
\( r_i(a) \) Immediate reward for choosing action \( a \) in state \( i \) at the decision epoch \( t \)
\( r_{ni}(i) \) Boundary value of state \( i \)
\( C_i \) The last known condition of the equipment
\( t_{li} \) Time to perform next inspection when the last known condition is \( C_i \) (inspection delay time in \( C_i \))
\( t_{\text{min},i} \) The minimum time between two consecutive inspections in \( C_i \)
\( t_{\text{max},i} \) The maximum allowable time between two consecutive inspections in \( C_i \)
\( \tau \) The interval at which I & M decision making is performed
\( N \) The number of decision epochs

II. INTRODUCTION

A sset management is essential for reliable and economic operation of power systems. With deregulation, asset management procedures became more complicated [1]. In such environments, an asset owner can perform preventive maintenance only after the independent system operator schedules a planned outage upon the request of the asset owner. In some situations, the operator may delay certain requested outages, in order to fulfill the overall aim of serving the power consumers [1]. Such situations require equipment owners to adjust their asset management plans accordingly. This highlights the need for adaptive asset management policies which can deal with maintenance delays.

Adaptive asset management policies would also be more economical than fixed policies. When the equipment is new and in good condition, too frequent inspection or CM would not reveal any additional information about the equipment’s condition, and thus, unnecessarily increases the operation cost. On the other hand, when the equipment is aged or its condition is more deteriorated, delaying I & M may cause huge economic losses through unexpected failures. Hence, it would be more economical to perform I & M, considering the equipment’s age, condition and delay times in I & M.

In literature, several mathematical models have been
proposed to determine better maintenance policies for ageing assets [2-23]. However, there are some issues which are still not addressed in these previously proposed maintenance models. First, time delays in I & M are not included in most previous models [2-21]. Since optimal I & M actions may depend on I & M delay times, these delays should be considered when determining optimal policies.

Secondly, time based maintenance models represent equipment’s deterioration by the overall condition based on the age [2-15], while condition based maintenance models represent the deterioration of the equipment by some observable measurements [16-23]. However, the deterioration of the equipment’s measurable conditions may get accelerated with the ageing. Thus, it is more accurate if models can integrate the deterioration of equipment’s measurable conditions with effects of ageing on deterioration. If a model can address the two aforementioned issues, such a model would be able to provide more adaptive I & M policies.

In this paper, we propose a new maintenance optimization model for I & M of ageing equipment. The proposed decision making model additionally considers delay times in performing I & M. Moreover, this model represents the deterioration of equipment using a quantifiable condition, while allowing the parameters of the deterioration process to vary with the operational age. Due to the above features of the model, it can provide more adaptive I & M policies which allow the asset owners to choose the optimal action, based on the knowledge about the equipment’s condition, the operational age and time delays in performing I & M.

The structure of this paper is as follows. In section III, we provide the background theories and information. In section IV, the formulation of the maintenance optimization model is presented. In section V, the solution procedure is explained. A case study is presented in section VI to demonstrate a model application. Finally, conclusion is given in section VII.

III. BACKGROUND

In this section, we first review the framework of a finite horizon discrete time MDP, with reference to [24]. Then, we discuss the decision making process regarding I & M of equipment. Lastly, we describe how this I & M decision making process is modeled in the framework of a finite horizon discrete time MDP.

A. The Framework of a Markov Decision Process

A MDP is a sequential decision making model which considers uncertainties in outcomes of current and future decision making opportunities. At each decision making time, the system/equipment occupies a state. Based on this state, a decision is made on choosing an action from the set of actions associated with this state. Upon choosing an action, a reward is received and a state transition occurs from the present state to a new state which is determined by a transition probability distribution. Since the process holds the Markov property, both transition probabilities and rewards only depend on the present state and the action chosen in the present state. As the process evolves, the decision maker receives a sequence of rewards. When choosing actions, the decision maker intends to maximize the total expected reward received over the total decision making period. If the total decision making period of a MDP is finite and the decisions are made in discrete time, the MDP is called a finite horizon discrete time MDP.

In standard practice, the decisions regarding I & M of equipment are made in discrete time. In addition, no equipment can be used over an infinitely long period and therefore, decisions regarding I & M of equipment are made over a finite time horizon. Due to these reasons, we represent the decision making process of equipment’s I & M using a finite horizon discrete time MDP.

The five basic components of a finite horizon discrete time MDP are as follows.

1) Decision epochs: Decision epochs are the points of times at which decisions are made. In a discrete time MDP, the total decision making period (decision horizon) is divided into intervals which are called decision intervals, and at the beginning of each decision interval, a decision epoch occurs. The set of decision epochs is given by \( D = \{1, 2, 3, \ldots, N\} \). In a finite horizon MDP, \( N \) is finite and according to the convention, decisions are not made at the \( N^{th} \) decision epoch. Decision horizon, decision intervals and decision epochs of a discrete time finite horizon MDP are shown in Fig. 1.

Fig. 1. Decision horizon, decision intervals and decision epochs.

2) States: Different statuses of a system/equipment are modeled using a finite number of states.

3) Actions: Each state is connected with a finite number of actions.

4) Transition probabilities: As a result of choosing any action \( a \) connected with state \( i \) at the \( i^{th} \) decision epoch, a state transition occurs. The new state at the decision epoch \( t+1 \) is determined by the probabilities of transitioning from state \( i \) to possible states in the state space \( S \). The probability of transitioning from state \( i \) to any state \( k \in S \), upon choosing action \( a \) in state \( i \) at the \( i^{th} \) decision epoch is denoted by \( P_i(k|i, a) \). It should be noted that \( \sum_{a \in A} P_i(k|i, a) = 1 \).

5) Rewards: At each decision epoch \( t < N \), the decision maker receives a reward, as a result of choosing an action. The reward received upon choosing action \( a \) in state \( i \) at the \( i^{th} \) decision epoch is denoted by \( r_i(i, a) \). The reward received at the \( N^{th} \) decision epoch is assigned based on the state that the equipment is being found at the \( N^{th} \) decision epoch. This is called the boundary value, and the boundary value of state \( i \) is denoted by \( r_N(i) \).

A MDP can be symbolically represented using a state transition diagram. A simple state transition diagram is given in Fig. 2 to provide a better understanding about some of the aforementioned basic components. This model in Fig. 2 has
two states namely $S_1$ and $S_2$, and three actions namely $a_1$, $a_2$ and $a_3$. The state $S_1$ is connected with actions $a_1$ and $a_3$, while the state $S_2$ is connected with actions $a_2$ and $a_3$. Rewards and transition probabilities associated with actions and states at any decision epoch $t < N$ are also given in Fig. 2.

![Fig. 2. The simple state transition diagram of a MDP model.](image)

**B. Inspection and Maintenance Decision Making in Actual Practice**

In practice, the condition of equipment is assessed through online or offline inspections. These inspections are usually performed at scheduled intervals as specified in the standards or by the manufacturer. Based on the results of inspections, the condition of equipment can be interpreted using one of the finite number of deterioration stages i.e. $C_1$, $C_2$, $C_3$, ..., $C_j$, where $C_1$ and $C_j$ represents the best and the worst conditions, respectively. In order to improve the present condition $C_i$ of the equipment, maintenance is performed. If no maintenance is performed, the condition gradually deteriorates from $C_i$ to $C_j$. However, maintenance may also degrade the present condition $C_i$ or may not change $C_i$. When the equipment is at any deterioration stage, there is a certain probability of failure, which usually increases with deterioration.

![Fig. 3. Decision making process regarding inspection and maintenance.](image)

Two consecutive decisions are made repeatedly throughout the equipment’s operational life; one on maintenance and the other on time to next inspection. As shown in Fig. 3, when the condition is revealed through inspection at time $t$, the first decision is made regarding the required maintenance action. Followed by this decision, the second decision is made at time $t'$ regarding the time to perform next inspection i.e. $t_I$. In Fig. 3, $t_M$ denotes the time taken to perform maintenance, and $t_I$ is the time interval between two consecutive inspections. Since $t_M << t_I$, whether maintenance is performed or not, the time gap between $t$ and $t'$ is considered small and thus, $t_I = t_I$.

Generally, asset owners tend to decrease the time to next inspection with the deterioration of the equipment’s condition. Therefore, the value of $t_I$ depends on the equipment’s condition $C_i$. We denote this time interval corresponding to the last known condition $C_i$ by $t_i$. In order to achieve more cost effective I & M policies, it is possible to vary $t_i$ within a range $t_{min,i} \leq t_i \leq t_{max,i}$, depending on other considerations such as the equipment’s age and time delays in performing I & M. $t_{min,i}$ and $t_{max,i}$ refer to the minimum and the maximum allowable time between two consecutive inspections in stage $C_i$. These parameters can be determined based on inspection histories and experts’ opinion.

**C. Modeling the Process of Decision Making**

In the MDP framework, it is required that the decisions are made at constant intervals. When modeling the decision making process of I & M, we first determine a common time slot ($\tau$) to perform decision making on I & M. It would be more accurate to choose a small duration for $\tau$ and let the model to make decisions regarding I & M in each $\tau$. However, in practice, when the equipment is at good condition, inspections are performed at a lower frequency. A large data set is required to accurately calculate deterioration probabilities for each interval $\tau$, especially when the equipment’s deterioration condition is good. As shown in (1), $\tau$ is set to the greatest common divisor of all $t_{min,i}$ values suggested by industry experts.

$$\tau = \text{gcd}(t_{min,1}, t_{min,2}, \ldots, t_{min,j})$$

(1)

Within the interval $\tau$, two decisions are made. The first decision is regarding maintenance activities, whereas the second decision is regarding the next inspection. Decision making regarding I & M within each interval $\tau$ is modeled similar to the actual situation shown in Fig. 3. That is, if a decision is made regarding maintenance at time $t$ and if the time taken to implement this decision is $t_M$, the decision regarding the next inspection is made at time $t'$ (or $t + \tau_M$). Then, the time to next decision making on maintenance is $\tau - \tau_M$. It is worth to note that MDP theory does not require $\tau_M$ (the time from the maintenance decision to the inspection decision) and $\tau - \tau_M$ (the time from the inspection decision to the maintenance decision) to be equal. However, it is required to keep these time intervals consistent for different I & M trajectories. In the proposed MDP model, $t_M$ is the same for each I & M trajectory. Since $\tau$ is kept constant for each I & M trajectory, $\tau - \tau_M$ is also the same for each trajectory. Moreover, in each and every possible trajectory, the decision maker makes the maintenance decisions on odd decision stages only and the decisions of next inspection on even decision stages only. Thus, the time intervals $t_M$ and $(\tau - t_M)$ are kept consistent for different I & M trajectories.

In the MDP framework, the second decision is not regarding time to next inspection, but regarding whether to perform the next inspection at the end of the current interval $\tau$ or to wait till the next interval $\tau$ to make a decision on the next inspection. However, time to next inspection ($t_{I,I}$) is related to the number of the next consecutive intervals of $\tau$ in which the inspection is postponed ($n_{I,I}$). For example, assume that inspection was performed in the previous interval $\tau$. If it is decided to perform inspection again at the end of the current interval $\tau$ (i.e. if inspection is not postponed to the next interval $\tau$), $n_{I,I}$ is zero and $t_{I,I}$ is $\tau$. If the next inspection is postponed by $n_{I,I}$ consecutive times, $t_{I,I}$ is given using (2).

$$t_{I,I} = \tau \times (n_{I,I} + 1)$$

(2)

Although the decision making interval regarding I & M is considered to be $\tau$, I & M can be practically performed only once in each $t_{min,i}$. Thus, the MDP model should allow choosing I & M actions only once in each $t_{min,i}$. When $t_{min,i} > \tau$, this property is incorporated into the model.
by eliminating I & M actions connected with some states of the equipment. We will explain this further in section IV (B), using the state transition diagram of the proposed MDP model.

IV. PROBLEM FORMULATION

In this section, we describe the concept of the proposed MDP model for I & M decision making of ageing equipment. In subsections A-C, the components of the proposed MDP model are described using the state diagram of the proposed model in Fig. 4. For this description, we consider a simplified model developed for equipment having two deterioration stages, C_1 and C_2 with t_{min,1}, t_{max,1}, t_{min,2}, and t_{max,2} of 3τ, 6τ, τ, and 2τ, respectively. However, this proposed model can be applied to equipment with any number of deterioration stages. In subsection D, we discuss how the proposed MDP model combines the effect of ageing with the deterioration process of the equipment’s measurable condition.

A. Decision epochs

These are the point of times at which decisions are made regarding equipment’s inspection or maintenance. The number of decision epochs (N) of the proposed MDP is given by (3), where T is the decision horizon. Since I & M decisions are made throughout the equipment’s total operational period, we set the expected operational life of the equipment for T. T/τ in this equation gives the number of I & M decision making intervals in the decision horizon T. It should be noted that two decision epochs occur within each I & M decision making interval τ. If the decision epoch is odd, decisions are made only regarding inspection. Otherwise, decisions are made only regarding maintenance.

\[ N = \left( \frac{T}{\tau} \right) \times 2 + 1 \]  

(3)

B. States and Actions

Different statuses of the equipment at time points of I & M decision making are modeled using different states. In order to decouple decision making on inspection and decision making on maintenance, we define two types of equipment states, namely main states and intermediate states. This decoupling is essential, to model the practical scenario, where a decision is made on inspection prior to decision making on maintenance and the decision regarding maintenance is made depending on the outcomes of the inspection. At main states, decisions are made only regarding maintenance and at intermediate states, decisions are made only regarding the next inspection. (For example, with respect to Fig. 3, the possible states of the equipment at t and t+τ are called main states and the possible states at t' are called intermediate states.) These main and intermediate states of the proposed model are shown in Fig. 4 using solid and dashed rectangles, respectively. The set of actions includes doing nothing (a_0), inspection (a_1), minor maintenance (a_2), major maintenance (a_3), replacement (a_4), and repair (a_5).

Fig. 4. The state transition diagram of the proposed MDP model for maintenance decision making.
In the MDP model, we describe a deterioration state by $C_i t_{M_i}/h_{i1}$. $C_i$ denotes the deterioration stage of the equipment where $i = 1, 2, 3$. $t_{M_i}$ is the time spent in $C_i$, which can also be called as the maintenance delay time in stage $C_i$. $t_{D_i}$ is the time from the most recent inspection i.e. the inspection delay time in stage $C_i$. According to this state convention, the status of newly installed equipment is represented by the state $C_0/0/0$. The failure state is denoted by F. This failure state F only stands for the deterioration failures of the equipment. Since random failures cannot be avoided by performing I & M activities, such failures are not considered in the model.

States are connected with associated actions, as shown in the state transition diagram in Fig. 4. This diagram also shows how possible state transitions occur upon choosing each action at each state. Since the decisions made at intermediate states are about postponing the next inspection, intermediate states are connected only with actions $a_0$ and $a_1$. If the equipment does not fail (i.e. if the next state is not the state F), the two actions $a_0$ and $a_1$ lead to different main states. If action $a_0$ is chosen at an intermediate state, these next possible main states are connected only with action $a_0$. If action $a_1$ is chosen at an intermediate state, next possible main states are connected with actions $a_0$, $a_2$, $a_3$ and $a_4$. However, the following exceptions can be noted in Fig. 4.

- When equipment is newly installed, it is not required to perform maintenance, replacement or repair. Therefore, the main state $C_1/0/0$ is only connected with action $a_0$.
- Once the equipment fails, it must be replaced or repaired and hence the main state F is connected with $a_0$ and $a_3$.
- The minimum possible time between two consecutive inspections in stage $C_1$, $t_{min1}$ is $3\tau$. Due to this reason, when the condition is $C_1$, the model permits to choose inspection only if the inspection delay time $t_{11} \geq 2\tau$. Otherwise, inspection is not allowed and therefore, action $a_1$ is not connected to the grey colored intermediate states in Fig. 4.
- The maximum time that the inspection can be delayed at $C_1$ and $C_2$ (i.e. $t_{max,1}$ and $t_{max,2}$) are $6\tau$ and $2\tau$, respectively. Therefore, decisions must be made to perform inspection, when $t_{11} = 5\tau$ or $t_{12} = \tau$, at an intermediate state. As Fig. 4 shows, such intermediate states are connected only with $a_1$.
- There is a maximum time period that the equipment spends in each condition, before it deteriorates further or fails. This maximum time period spent in condition $C_i$ ($t_i$) can be determined from inspection and failure history. With the use of $t_i$, the maximum number of decision intervals that the equipment spends in $C_i$ ($n_{max,i}$) can be determined as shown in (4). MDP model assumes that inspections must be performed, when the time spent in stage $C_i$ is $n_{max,i}$. Thus, if $t_{M_i}$ of an intermediate state is $n_{max,i}$, decisions are made to perform inspection. As can be seen in Fig. 4, such intermediate states are connected only with $a_1$. However, if $C_i$ is the last deterioration stage, at the end of the interval $n_{max,i}$, the equipment fails whether inspection is performed or not. Therefore, as shown in Fig. 4, corresponding intermediate states are connected only with action $a_0$.

\[
n_{max,i} = \frac{t_i}{\tau} - 1 \quad (4)
\]

C. Transition Probabilities and Rewards

Using some notations (i.e. transition probabilities $p_1$-$p_5$) given in Fig. 4, we illustrate how transition probabilities are calculated for the proposed MDP model. Transition probabilities corresponding to action $a_1$ are the deterioration/failure probabilities of the equipment. Deterioration/failure probabilities associated with zero inspection delay time (e.g. $p_1$-$p_4$ in Fig. 4) can be directly calculated using inspection and failure history. For example, let us denote the number of transformers found to be in condition $C_2$ for a period of $\tau$ by $n_1$, the number of transformers found to be in condition $C_2$ for a period of $2\tau$ by $n_2$. From this data, $p_3 = n_2/n_1$ and $p_4 = (n_1 - n_2)/n_1$.

When the inspection delay time is greater than zero, deterioration/failure probabilities can be calculated with the use of deterioration/failure probabilities corresponding to zero inspection delay time. For example, consider the calculation of $p_3$ and $p_6$, which are the probabilities of being found in $C_2$ for a period of $2\tau$ and being found in the failure state F, if the inspection is delayed by an interval $\tau$. Let the events,

\[
A = \{\text{Equipment being found in } C_2 \text{ for a period } \tau\}
\]
\[
B = \{\text{Equipment being in } C_2 \text{ for a period } 2\tau\}
\]
\[
B/A = \{\text{Equipment being found in } C_2 \text{ for a period } 2\tau\}
\]

Using the conditional probability rule,

\[
P(B|A) = P(A \cap B)/P(A) = P(B)/P(A) = P(B)\times P(B|A)
\]

By substituting values,

\[
p_3 = p_1 \times p_3 \quad (5)
\]

Similarly, $p_6$ can also be computed as follows.

\[
p_6 = p_1 \times p_4 + p_2 \quad (6)
\]

Since failures can occur whether inspection is performed or not, failure probability is the same for both actions $a_0$ and $a_1$. When the condition is $C_i$, if the equipment does not fail upon choosing action $a_0$, the model assumes that the condition would remain same as $C_i$. Thus, probabilities corresponding to $a_0$ can be simply calculated using the failure probabilities calculated for $a_1$. For example, $p_7 = p_4$ and $p_8 = 1 - p_7$.

Transition probabilities corresponding to maintenance and repair actions (i.e. $a_2$, $a_3$ and $a_4$) can be calculated using maintenance/repair records and the above method of calculation which is used to find deterioration probabilities. When equipment is replaced (i.e. action $a_4$ is chosen), the probability of transiting to state $C_0/0/0$ is considered to be $1$.

For each action a reward is allocated equal to the negative of the cost of performing that particular action. Boundary value of each state is set to zero, assuming that the value of the equipment at the end of the expected operational life is zero.

D. Incorporating the Effects of Aging

Deterioration of equipment’s condition generally gets accelerated with the ageing. In addition, when equipment is aged, it would be less possible to improve the condition through maintenance. These effects of ageing on deterioration of equipment’s measurable condition should be reflected in I & M history. Thus, deterioration probabilities and the probabilities of improving the condition after
maintenance/repair would be different for different age levels of the equipment. Since the transition probabilities (i.e. \( P_k(k|l,a) \)) of a MDP model can vary with time \( t \), the proposed MDP model can easily incorporate the effects of ageing.

Incorporating the effects of ageing can be done as follows, given that data is available over the equipment’s expected life. First, the expected life is divided into an appropriate number of age levels \((j)\), as shown in Fig. 5. Then, I & M data collected over the expected life of the equipment is categorized into different groups corresponding to these age levels. Next, the classified data is used to compute deterioration probabilities and maintenance/repair outcome probabilities for each age level. These probabilities calculated for a particular age level are set for transition probabilities of the decision epochs which belong to that particular age level. For example, with reference to Fig. 5, the probabilities calculated using the data corresponding to the 2\textsuperscript{nd} age level are set for all \( P_k(k|l,a) \), where \( t \in \{x, x+1, x+2, \ldots, y\} \).

Next, the classified data is used to compute deterioration probabilities and maintenance/repair outcome probabilities for each age level. These probabilities calculated for a particular age level are set for transition probabilities of the decision epochs which belong to that particular age level. For example, with reference to Fig. 5, the probabilities calculated using the data corresponding to the 2\textsuperscript{nd} age level are set for all \( P_k(k|l,a) \), where \( t \in \{x, x+1, x+2, \ldots, y\} \).

![Decision epochs at different age levels of the equipment.](image)

Fig. 5. Decision epochs at different age levels of the equipment.

V. SOLUTION PROCEDURE

The combinations of states and actions of our proposed MDP model result in a large number of possible maintenance policies. We use backward induction i.e. dynamic programming to solve the MDP efficiently [24]. This technique can provide the optimal policies without analyzing every possible policy. In backward induction, the final stage of decision making at \( t=N \) is first attended and the decisions on optimal actions are made by moving one step backward at each decision epoch in the desired time horizon. Intuitively, backward induction works because an action of an intermediate state \( s \) is optimal only if it is optimal for a reduced MDP starting from \( s \) [24].

When solving a MDP, the objective is to decide the optimal set of actions which maximizes the total expected reward. In backward induction method, when \( t=N \), for any state \( i \), the maximum total expected reward \( U_N(i) \) is set to the boundary value of state \( i \). Then, when \( t<N \), the maximum total expected reward for state \( i \) at time \( t \) (i.e. \( U_t(i) \)) is found as follows.

- Using (7), \( U_t(i,a) \) i.e. the total expected reward received upon choosing action \( a \) in state \( i \) at time \( t \) is calculated. In (7), \( r_t(i,a) \) is the immediate reward received upon choosing action \( a \), which is basically the reward assigned for action \( a \) in state \( i \) at time \( t \). The term \( \sum_{k=1}^{n} P_k(k|l,a) \times U_{t+1}(k) \) is the expected terminal reward, where \( n \) is the total number of states. \( P_k(k|l,a) \) is the probability of transitioning to state \( k \), if action \( a \) is chosen in state \( i \) at the epoch \( t \) and \( U_{t+1}(k) \) is the maximum total expected reward in state \( k \), at the epoch \( t+1 \).

\[
U_t(i,a) = r_t(i,a) + \sum_{k=1}^{n} P_k(k|l,a) \times U_{t+1}(k) \tag{7}
\]

- Once the total expected reward is found for every possible action in state \( i \), the maximum total expected reward in state \( i \) at the \( t \)\textsuperscript{th} epoch is found using the criterion in (8).

\[
U_t(i) = \max_{a} U_t(i,a) \tag{8}
\]

The optimal action in state \( i \) at the decision epoch \( t > 1 \) can be obtained using (9).

\[
a^*_t(i) = \arg \max_{a} U_t(i,a) \tag{9}
\]

Likewise, at each decision epoch \( t \), an optimal action which maximizes the expected total reward can be found for all relevant states. As mentioned before in section IV (A), at odd decision epochs optimal actions are found for all intermediate states where decisions are made regarding inspection. At even epochs, optimal actions are found for all main states, where decisions are made regarding maintenance. The set of optimal actions of all relevant states at the decision epoch \( t \) is called the solution of MDP at time \( t \).

To find optimal maintenance policies by solving our proposed MDP model, we implement the following backward induction algorithm in MATLAB 10.

Step 1: Set \( t=N \) and \( U_N(i) = r_N(i) \) for all \( i \in \{1,n\} \).
Step 2: Set \( t = t-1 \).
Step 3: Set \( i=1 \).
Step 4: Continue only if, \( t \) is odd and \( i \) is an intermediate state, or \( t \) is even and \( i \) is a main state. Otherwise, it is not required to find \( a^*_t(i) \) and thus, skip steps 5 and 6 and set \( U_t(i) = U_{t+1}(i) \).
Step 5: Compute \( U_t(i,a) \) for each action \( a \) available in state \( i \) using (7).
Step 6: Find the optimal action for state \( i \), using (8) and (9).
Step 7: If \( i=1 \), stop. Otherwise, set \( i=i+1 \) and go to step 4.
Step 8: If \( t=1 \), stop. Otherwise repeat from step 2.

VI. CASE STUDY

In this section, we present a case study in which the proposed MDP model is applied to CBM of oil insulated distribution transformers.

A. CBM of Oil Insulated Transformers

Utilities basically assess the condition of oil insulated transformers through dissolved gas analysis (DGA) [25, 26]. In DGA, insulation oil is sampled at scheduled intervals, while the transformer is in operation, and the amounts of dissolved gases are measured and analyzed. Then, the condition is determined using the total amount of dissolved combustible gases (TDGC) according to the criterion specified in the IEEE standards [27]. Next, based on the revealed condition, maintenance decisions are made considering recommendations in the standards [27].

B. The MDP Model of Transformers

The data required for the MDP model of transformers include DGA results, maintenance, repair and replacement records of transformers and costs of performing CM, maintenance, repair and replacement actions. DGA results are only available over past 7 years, as DGA is recently introduced for distribution transformers in the local utility. However, in order to demonstrate the model applicability, we
conduct the case study with these DGA results and maintenance records which belong to the transformers’ age range of 20 to 30 years. We assume CM, maintenance and replacement costs based on [6]. Using this data and considering current CM and maintenance practices and experts’ opinion, model parameters are determined.

<table>
<thead>
<tr>
<th>$b_{CM}$ (years)</th>
<th>0≤ age &lt;20 years</th>
<th>20≤ age &lt;30 years</th>
<th>30≤ age &lt;40 years</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$C_1$</td>
<td>$C_2$</td>
<td>$C_3$</td>
</tr>
<tr>
<td>0.33</td>
<td>0.10</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>0.67</td>
<td>0.10</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>1</td>
<td>0.10</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>0.10</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

TABLE I
DETERIORATION/Failure Probabilities.

<table>
<thead>
<tr>
<th>$b_{CM}$ (years)</th>
<th>0≤ age &lt;20 years</th>
<th>20≤ age &lt;30 years</th>
<th>30≤ age &lt;40 years</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$C_1$</td>
<td>$C_2$</td>
<td>$C_3$</td>
</tr>
<tr>
<td>0.33</td>
<td>0.10</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>0.67</td>
<td>0.10</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>1</td>
<td>0.10</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>2</td>
<td>0.10</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

TABLE II
TRANSITION PROBABILITIES UPON CHOOSING MAINTENANCE ACTIONS AT $C_3$.

<table>
<thead>
<tr>
<th>Action</th>
<th>$b_{CM}$ (years)</th>
<th>0≤ age &lt;20 years</th>
<th>20≤ age &lt;30 years</th>
<th>30≤ age &lt;40 years</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$C_1$</td>
<td>$C_2$</td>
<td>$C_3$</td>
<td>$F$</td>
</tr>
<tr>
<td>$a_2$</td>
<td>0.67</td>
<td>0.10</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>$a_3$</td>
<td>0.67</td>
<td>0.10</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Based on TDCG, IEEE standards specify four deterioration conditions of transformers [27]. We model them as three conditions i.e. by separately considering the first two conditions and by combining the third and fourth conditions. According to the degree of deterioration, we denote the three conditions by $C_1$, $C_2$ and $C_3$. The minimum and maximum CM intervals, $t_{min,1}$, $t_{max,1}$, $t_{min,2}$, $t_{max,2}$, $t_{min,3}$, and $t_{max,3}$ in years are 1, 3, 0.33, 1.33, 0.33 and 1, respectively. Using (1), I &M decision making interval is chosen as 0.33 years. Data shows that the maximum time spent in $C_1$, $C_2$ and $C_3$ are 5, 2.33 and 1.67 years, and therefore, $n_{max,1}$, $n_{max,2}$ and $n_{max,3}$ are 14, 6 and 4, respectively. According to these model parameters, the state diagram consists of 370 states. The set of actions that are performed on local transformers includes doing nothing ($a_0$), CM ($a_1$), minor maintenance ($a_2$), major maintenance ($a_3$) and replacement ($a_4$), respectively.

Assuming that the total expected life of a transformer is 40 years, $T$ is set to 40 years. Then, from (3), $N = 241$. In this case study, three sets of transition probabilities are utilized for three age levels, i.e. 0 to 20 years, 20 to 30 years and 30 to 40 years. Deterioration/failure probabilities for these three age levels are given in Table I. For the age range of 20 to 30 years, these deterioration probabilities are computed using the available DGA results. As there are no occurrences of failures, failure probabilities are interpolated. Probabilities corresponding to the age range of 20 to 30 years are appropriately amended to obtain other deterioration/failure probabilities in Table I which are corresponding to the other two age ranges. Using these deterioration probabilities in Table I, transition probabilities corresponding to actions $a_1$ and $a_2$ are calculated. Maintenance history shows that, actions $a_2$, $a_3$ and $a_4$ are not performed, when the condition is $C_1$. By performing $a_2$ or $a_3$, the condition is improved from $C_2$ to $C_1$. Upon choosing $a_2$ or $a_3$ in $C_3$, transitions occur according to the probabilities given in Table II. If action $a_4$ is chosen at any state, the condition is improved to $C_1$. Rewards assigned for actions $a_0$, $a_1$, $a_2$, $a_3$ and $a_4$ are 0, -200, -1200, -14400 and -144000, respectively [6]. Boundary values are set to zero.

The MDP model with these parameters is solved using the backward induction algorithm to find optimal actions.

C. Results and Discussion

Although it is possible to select optimal actions directly from the solution of the MDP, for easy reference, we convert the solution into look up tables given in Tables III-VI.

Based on the current condition, the time spent in this condition, the CM delay time, and the operational age, the optimal decision regarding CM can be chosen from Tables III-V. According to the model, these decisions are to be implemented at the end of the next 4 months. In tables III-V, CM actions which are pre-specified during the modeling of the state diagram are mentioned in bold. Apart from these pre-specified CM actions, the results in tables III-V suggest performing some additional CM. The overall implications of the results in tables III-V are explained below.

1) With the ageing of a transformer, the probability of deterioration and failure increases. Therefore, it is not cost effective to delay CM too much, if the equipment is old.
2) Similarly, when the equipment is more deteriorated, the equipment is at a higher risk of failure. Thus, it would be cost effective to perform CM with a less delay.
3) With the increase in time that the equipment spends in a condition, the probability of deterioration increases. If CM is delayed too much, the transformer may further
Based on the condition, the maintenance delay time, and the operational age of a transformer, the optimal decision regarding maintenance can be chosen from table VI. These maintenance decisions are for immediate implementation. Implications of the results in table VI are given below.

1) With the ageing of the equipment, the failure probability would increase and therefore, the time that the maintenance can be delayed decreases.

2) It is not cost effective to delay maintenance, when the equipment is more deteriorated and at a higher risk.

3) Cost effective maintenance actions would change with the maintenance delay time. For example, as the time spent in C3 increases, the probability of improving the condition by performing minor maintenance decreases and thus, it will be more cost effective to perform major maintenance.

Since CM must be performed before maintenance, some of
the suggested maintenance actions are not implementable. Such actions in table VI are denoted using an additional “*”. In order to guarantee that CM is performed before each maintenance activity, the equipment operators should first refer tables III-V for the optimal CM action, and only if tables III-V suggest performing CM they should then refer table VI for the optimal maintenance action.

VII. CONCLUSION

With the power system deregulation, asset owners would prefer to adopt more adaptive and cost effective maintenance policies. In this paper, we propose a maintenance optimization model based on a MDP to find such maintenance policies for ageing electrical equipment. Deterioration states of this proposed MDP model are more detailed. Thus, this model is capable of incorporating the effect of I & M delay times on equipment’s deterioration and failure. In addition, this model integrates the deterioration of equipment’s measurable conditions with effects of ageing on deterioration. The proposed model is solved using backward induction to obtain adaptive optimal policies with a less computational effort.

Using the solution of the proposed model, asset owners can perform inspection more cost effectively considering the knowledge about the current deterioration condition, the time that the equipment spent in that condition, the inspection delay time and the equipment’s age. The solution also helps to perform maintenance more cost effectively considering the age, last known condition and the maintenance delay time. These adaptive policies are more useful, when maintenance has to be delayed in order to satisfy system requirements.

In a case study, we use CM and maintenance histories of transformers to demonstrate the model applicability. It is shown that the optimal CM actions vary with the equipment’s condition, the time spent in the condition, CM delay time and the age of the equipment. The optimal maintenance actions vary with the equipment’s condition, maintenance delay time and the equipment’s age. This case study is conducted with data obtained from few transformers over an operational period of 7 years. Once the data is available over the extended period of time, the transition probabilities of different age ranges can be updated. Our algorithms can provide adaptive maintenance policies to other components in the system, given that the data is available. If required, the present value of money can be taken into consideration, when the model is solved using the backward induction method. We are currently applying this model to other components and to coordinate the maintenance activities of different equipment in the system.
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